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With its unique mandate, UNESCO has led the international effort to
ensure that science and technology develop with strong ethical
guardrails for decades.

Be it on genetic research, climate change, or scientific research,
UNESCO has delivered global standards to maximize the benefits of
the scientific discoveries, while minimizing the downside risks, ensuring
they contribute to a more inclusive, sustainable, and peaceful world. It
has also identified frontier challenges in areas such as the ethics of
neurotechnology, on climate engineering, and the internet of things.
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The rapid rise in artificial intelligence (AI) has created many
opportunities globally, from facilitating healthcare diagnoses to
enabling human connections through social media and creating labour
efficiencies through automated tasks.

However, these rapid changes also raise profound ethical concerns.
These arise from the potential AI systems have to embed biases,
contribute to climate degradation, threaten human rights and more.
Such risks associated with AI have already begun to compound on top
of existing inequalities, resulting in further harm to already marginalised
groups.
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In no other field is the ethical compass more relevant than in artificial intelligence. These
general-purpose technologies are re-shaping the way we work, interact, and live. The world is set
to change at a pace not seen since the deployment of the printing press six centuries ago. AI
technology brings major benefits in many areas, but without the ethical guardrails, it risks
reproducing real world biases and discrimination, fueling divisions and threatening fundamental
human rights and freedoms.
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Gabriela Ramos
Assistant Director-General for
Social and Human Sciences of
UNESCO
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Four core values
Central to the Recommendation are four core values which lay the
foundations for AI systems that work for the good of humanity,
individuals, societies and the environment:

A dynamic understanding of AI
The Recommendation interprets AI broadly as systems with the
ability to process data in a way which resembles intelligent
behaviour.

This is crucial as the rapid pace of technological change would
quickly render any fixed, narrow definition outdated, and make
future-proof policies infeasible.

A human rights approach to AI
Ten core principles lay out a human-rights centred approach to the
Ethics of AI.

Actionable policies
Key policy areas make clear arenas where Member States can make
strides towards responsible developments in AI

While values and principles are crucial to establishing a basis for any
ethical AI framework, recent movements in AI ethics have emphasised
the need to move beyond high-level principles and toward practical
strategies.

The Recommendation does just this by setting out eleven key areas for
policy actions.

Read more on the key policy areas arrow_forward
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Ethics of Artificial Intelligence

1
Human rights and
human dignity

Respect, protection and
promotion of human rights
and fundamental freedoms
and human dignity

2
Living in peaceful

just, and interconnected
societies

3
Ensuring diversity and
inclusiveness

4
Environment and
ecosystem flourishing

1. Proportionality and
Do No Harm
The use of AI systems must not go
beyond what is necessary to achieve a
legitimate aim. Risk assessment should
be used to prevent harms which may
result from such uses.

2. Safety and Security
Unwanted harms (safety risks) as well as
vulnerabilities to attack (security risks)
should be avoided and addressed by AI
actors.

3. Right to Privacy and
Data Protection

Privacy must be protected
and promoted throughout
the AI lifecycle. Adequate
data protection frameworks
should also be established.

4. Multi-stakeholder
and Adaptive
Governance &
Collaboration

International law & national
sovereignty must be
respected in the use of
data. Additionally,
participation of diverse
stakeholders is necessary
for inclusive approaches to
AI governance.

5. Responsibility and
Accountability

AI systems should be
auditable and traceable.
There should be oversight,
impact assessment, audit
and due diligence
mechanisms in place to
avoid conflicts with human
rights norms and threats to
environmental wellbeing.

6. Transparency and
Explainability

The ethical deployment of
AI systems depends on
their transparency &
explainability (T&E). The
level of T&E should be
appropriate to the context,
as there may be tensions
between T&E and other
principles such as privacy,
safety and security.

7. Human Oversight and
Determination

Member States should
ensure that AI systems do
not displace ultimate human
responsibility and
accountability.

8. Sustainability

AI technologies should be
assessed against their
impacts on ‘sustainability’,
understood as a set of
constantly evolving goals
including those set out in
the UN’s Sustainable
Development Goals.

9. Awareness & Literacy

Public understanding of AI
and data should be
promoted through open &
accessible education, civic
engagement, digital skills &
AI ethics training, media &
information literacy.

10. Fairness and Non-
Discrimation

AI actors should promote
social justice, fairness, and
non-discrimination while
taking an inclusive
approach to ensure AI’s
benefits are accessible to
all.
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Global AI Ethics and Governance
Observatory
Getting AI governance right is one of the most consequential challenges of our time, calling for mutual learning based on the lessons and good practices emerging from the different jurisdictions around the world.

The aim of the Global AI Ethics and Governance Observatory is to provide a global resource for policymakers, regulators, academics, the private sector and civil society to find solutions to the most pressing challenges posed by Artificial Intelligence.

The Observatory showcases information about the readiness of countries to adopt AI ethically and responsibly.

It also hosts the AI Ethics and Governance Lab, which gathers contributions, impactful research, toolkits and good practices.
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Recommendation on the Ethics of
Artificial Intelligence
UNESCO produced the first-ever global standard on AI ethics – the
‘Recommendation on the Ethics of Artificial Intelligence’ in November
2021. This framework was adopted by all 193 Member States.

The protection of human rights and dignity is the cornerstone of the
Recommendation, based on the advancement of fundamental principles
such as transparency and fairness, always remembering the importance
of human oversight of AI systems.

However, what makes the Recommendation exceptionally applicable are
its extensive Policy Action Areas, which allow policymakers to translate
the core values and principles into action with respect to data
governance, environment and ecosystems, gender, education and
research, and health and social wellbeing, among many other spheres.

Full text of the Recommendation arrow_forward
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Implementing the Recommendation
There is still a long way to go to provide Member States with actionable
resources that ensure the effective implementation of the
Recommendation. For this reason, UNESCO has developed two practical
methodologies:
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Women4Ethical AI expert platform
to advance gender equality
UNESCO's Women4Ethical AI is a new collaborative platform to
support governments and companies’ efforts to ensure that women are
represented equally in both the design and deployment of AI. The
platform’s members will also contribute to the advancement of all the
ethical provisions in the Recommendation on the Ethics of AI.

The platform unites 17 leading female experts from academia, civil
society, the private sector and regulatory bodies, from around the
world. They will share research and contribute to a repository of good
practices. The platform will drive progress on non-discriminatory
algorithms and data sources, and incentivize girls, women and under-
represented groups to participate in AI.

Read more arrow_forward
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Business Council for Ethics of AI
The Business Council for Ethics of AI is a collaborative initiative
between UNESCO and companies operating in Latin America that are
involved in the development or use of artificial intelligence (AI) in
various sectors.

The Council serves as a platform for companies to come together,
exchange experiences, and promote ethical practices within the AI
industry. By working closely with UNESCO, it aims to ensure that AI is
developed and utilized in a manner that respects human rights and
upholds ethical standards.

Currently co-chaired by Microsoft and Telefonica, the Council is
committed to strengthening technical capacities in ethics and AI,
designing and implementing the Ethical Impact Assessment tool
mandated by the Recommendation on the Ethics of AI, and contributing
to the development of intelligent regional regulations. Through these
efforts, it strives to create a competitive environment that benefits all
stakeholders and promotes the responsible and ethical use of AI.

Read more arrow_forward
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Ideas, news & stories

Mauritius hosts inaugural AI summit

The Ethics of Neurotechnology:
UNESCO appoints international
expert group to prepare a new
global standard

Using the RAM as a tool to
ensure trustworthy AI

UNESCO Welcomes Salesforce
to Business Council for Ethics of
AI to Promote Responsible
Technology
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Events

Cat IV – International Congress

International Meeting: The
challenges of artistic freedom
and creativity in the context of
environmental crisis and artificial
intelligence

2 May 2024

Cat VI – Expert Committee

First Meeting of the Ad Hoc
Expert Group for the elaboration
of a draft Recommendation on
the Ethics of Neurotechnology

22 April 2024 - 26 April 2024

Meeting under UNESCO Patronage

Global Forum on the Ethics of
Artificial Intelligence 2024

5 February 2024 - 6 February 2024

Cat IV – International Congress

Global Forum against Racism and
Discrimination 2023

29 November 2023 - 1 December 2023
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Examples of ethical dilemmas
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Multimedia

Do you know AI or AI knows you
better? Thinking Ethics of AI
(version with multilingual
subtitles)

Evolving Interactions between
Humans and AI. Thinking Ethics
of AI

Shaping AI through Cultural
Diversity

Ethics of AI: Challenges and
Governance
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Discover our resources

Artificial intelligence and
democracy

16 May 2024

Empowering minds: a round
table on Generative AI and
Education in Asia-Pacific

23 January 2024

Readiness assessment
methodology: a tool of the
Recommendation on the Ethics
of Artificial Intelligence

28 August 2023

Ethical Impact Assessment: A
Tool of the Recommendation on
the Ethics of Artificial
Intelligence

28 August 2023
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More ...
See more UNESCO publications related to artificial intelligencearrow_forward

Global Forum on the Ethics of AI 2024arrow_forward

Learn more about the elaboration of the Recommendationarrow_forward

UNESCO

Latest News

Take Action

Ideas & Data

Our Impact

Our expertise

Core Data Portalopen_in_new

Subscribe to our Newsletteropen_in_new

Terms of use

UNESCO Name & Logo

FAQ

Report fraud, abuse, misconduct

Scam alert

Policies

Protection of human rights (Procedure
104)

Privacy Notice

Access to Information

Environmental and Social Policies

Follow us

 Facebook

 Threads

 Twitter

 YouTube

 TikTok

 Instagram

 Whatsapp

 LinkedIn

Explore UNESCO

Readiness Assessment
Methodology (RAM)
The RAM is designed to help assess
whether Member States are prepared to
effectively implement the
Recommendation. It will help them
identify their status of preparedness &
provide a basis for UNESCO to custom-
tailor its capacity-building support.

Ethical Impact
Assessment (EIA)
EIA is a structured process which helps AI
project teams, in collaboration with the
affected communities, to identify &
assess the impacts an AI system may
have. It allows to reflect on its potential
impact & to identify needed harm
prevention actions.

Biased AI

Examples of gender bias in
artificial intelligence,
originating from
stereotypical
representations deeply
rooted in our societies.

AI in the Court of Law

The use of AI in judicial
systems around the world is
increasing, creating more
ethical questions to explore.

AI creates art

The use of AI in culture
raises interesting ethical
reflections. For instance,
what happens when AI has
the capacity to create
works of art itself?

Autonomous car

An autonomous car is a
vehicle that is capable of
sensing its environment and
moving with little or no
human involvement.
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